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Overview
Goal

Classify samples belonging to unseen 
categories.

Motivation
Proper choice of embedding space is
essential.

Contribution
We propose to devise objective functions 
which aim to learn a similarity metric and 
preserve semantic structure in the visual 
embedding space.

Direction of Mapping Problem

Visual to Semantic Hubness

Semantic to Visual Semantic structure not 
preserved!

Results

Conventional 
Zero-Shot 
Learning

Generalized
Zero-Shot
Learning

2H 3H All 2H 3H All

Top - 1 SYNC 9.1 2.6 0.9 0.3 0.1 0.0

Proposed 9.4 2.8 1.0 1.2 0.8 0.4

Top - 5 SYNC 25.9 4.9 2.5 8.7 3.8 1.2

Proposed 26.3 4.8 2.7 11.2 4.9 1.7

Semantic Relations

Technical Details

Objective for identical and dissimilar classes

Objective for similar classes

Reconstruction Objective

Conventional Zero-Shot Learning

Generalized Zero-Shot Learning

Results on Imagenet Embedding Space Visualization

Approximate Semantic Inference

Given class embeddings and , semantic
relation between them is defined as:

• Identical if
• Semantically similar if
• Semantically dissimilar if

• Consider a quadruplet wherein is a reference 
embedding.

• are such that corresponding obey relations 
in the definition wrt .

• Let be the mapping function to be learnt by the encoder.
The objective functions to preserve each relation are as follows:
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Cosine similarity scores as output by the network to samples belonging to 
classes without class embeddings like Word2Vec.


